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ABSTRACT

The braking torque that dictates the timing properties of magnetars is closely tied to the large-scale dipolar magnetic field on their
surface. The formation of this field has been a topic of ongoing debate. One proposed mechanism, based on macroscopic principles,
involves an inverse cascade within the neutron star’s crust. However, this phenomenon has not been observed in realistic simulations.
In this study, we provide compelling evidence supporting the feasibility of the inverse cascading process in the presence of an initial
helical magnetic field within realistic neutron star crusts and discuss its contribution to the amplification of the large-scale magnetic
field. Our findings, derived from a systematic investigation that considers various coordinate systems, peak wavenumber positions,
crustal thicknesses, magnetic boundary conditions, and magnetic Lundquist numbers, reveal that the specific geometry of the crustal
domain—with its extreme aspect ratio—requires an initial peak wavenumber from small-scale structures for the inverse cascade to occur.
However, this same aspect ratio confines the cascade to structures on the scale of the crust, making the formation of a large-scale
dipolar surface field unlikely. Despite these limitations, the inverse cascade remains a significant factor in the magnetic field evolution
within the crust and may help explain highly magnetized objects with weak surface dipolar fields, such as low-field magnetars and

central compact objects.
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1. Introduction

Magnetars are the most magnetic objects within the population
of neutron stars (NSs) (Turolla et al. 2015; Esposito et al. 2021).
Their bright X-ray luminosity and occurrence of observed bursts
and outbursts are attributed to the restless dynamics and dissipa-
tion of a strong magnetic field (about 10'* to 10'> G) near the NS
surface (Thompson & Duncan 1995). Moreover, the large-scale
dipolar field on the surface regulates the braking torque responsi-
ble for their timing properties (Ostriker & Gunn 1969), resulting
in long spin-periods.

The origin and evolution of NS magnetic fields have
been long-debated topics. While it is widely accepted that
the fossil magnetic field inherited from the progenitor star is
insufficient to account for the strongest observed NS fields,
additional amplification is necessary. This amplification
might occur during the proto-NS stage through a turbulent
dynamo process (Balbus & Hawley 1991; Obergaulinger et al.
2014; Raynaudetal. 2020; Reboul-Salzeetal. 2021;
Aloy & Obergaulinger 2021). Magnetic field amplification
can also take place later in an NS’s life, for instance due to the
re-emergence of a buried magnetic field driven by Hall drift (see
Igoshev et al. 2021 for a review), or through the chiral magnetic
instability (CMI) in the NS crust, a microscopic-based mech-
anism that can explain the formation of large-scale magnetic
fields (Dehman & Pons 2024).

Understanding the amplification of the surface dipolar field
in magnetars is a challenging task, where macroscopic mech-
anisms like inverse cascading could be important phenomena

* Corresponding author; clara.dehman@ua.es

to consider. A recent attempt to explain this phenomenon, uti-
lizing an initial turbulent field structure derived from proto-NS
dynamo simulations (Reboul-Salze et al. 2021), is presented in
Dehman et al. (2023a). The authors conducted the first 3D cou-
pled magneto-thermal simulation in the crust of a NS, incor-
porating temperature-dependent microphysical calculations and
a realistic stellar structure. The study aimed to determine if
starting from such an initial field configuration could explain
the observed dipolar field in magnetars. While successful in
explaining the characteristic energy spectrum of low-field mag-
netars, high-field pulsars, and central compact objects (CCOs),
this study falls short in explaining the strong surface dipolar
field observed in magnetars. The surface dipolar component
remained constant over time, with no evidence of an inverse
cascade. Other simulations dedicated to the investigation of
CCOs have also sought to observe inverse cascading, as seen in
Gourgouliatos et al. (2020). Although they did find a substantial
increase of the dipole component of the magnetic field, the loca-
tion of the peak of the spectrum remained unchanged. Because
of this, they concluded that their simulations showed no signs of
a true inverse cascade.

Earlier work by Wareing & Hollerbach (2009, 2010) and
Cho (2011) identified the role of magnetic helicity in driving an
inverse cascade under the influence of Hall drift. An inverse cas-
cade was known to exist in magnetohydrodynamics with helical
driving (Frisch et al. 1975). Building on those findings, recent
local simulations of the Hall cascade with initial magnetic helic-
ity were presented by Brandenburg (2020). This model was
later applied to simulate the evolution of a population of NSs
(Sarin et al. 2023). In the study by Brandenburg (2020), the
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author proposed a model suggesting that the large-scale mag-
netic field of NSs grows as a result of small-scale turbulence. Ini-
tially, the magnetic field in young NSs may predominantly exist
at small scales, but it could later undergo an inverse cascade,
particularly after the crust solidifies. This process implies that
the spectral magnetic energy at lower multipoles would increase
over time rather than decrease. The study further demonstrates
that the resulting dipolar field intensifies approximately linearly
with time, typically growing by three orders of magnitude, while
thermal dissipation gradually diminishes.

As explained by Brandenburg (2020), the presence of an
initial helical magnetic field could be a key factor behind the
observed phenomenon of inverse cascading. The simulations
further suggest that, even with a relatively weak initial mag-
netic field, the occurrence of strong inverse cascading is evi-
dent. There are two possible sources of magnetic helicity in
a NS. One is through dynamo action by neutrino-driven con-
vection in young NS, resulting in oppositely signed magnetic
helicities in the two hemispheres (Thompson & Duncan 1995;
Brandenburg & Subramanian 2005). Another possible origin of
helical magnetic fields in NSs is the CMI. This effect is sig-
nificant during supernova explosions, throughout the proto-NS
phase, and in young NSs. The CMI influences the evolution
of the magnetic field in these compact objects, leading to the
saturation of magnetic helicity. This, in turn, results in the
growth of magnetic fields, which is governed by a conserva-
tion law for total chirality (Sigl & Leite 2016; Rogachevskii et al.
2017; Schober et al. 2018; Masada et al. 2018; Brandenburg et al.
2023a,b; Dehman & Pons 2024). Consequently, adopting an ini-
tial helical magnetic field provides a realistic foundation for mod-
eling the long-term evolution of NS magnetic fields.

In addition to the significance of the initial helical field
in explaining the phenomenon of inverse cascading, several
other factors play a crucial role in comprehending the occur-
rence of inverse cascading within a realistic NS crust. Build-
ing upon the findings of Brandenburg (2020), where inverse
cascading was first observed in the NS crust, several exten-
sions can be explored. These include incorporating a spherical
shell geometry, accounting for the precise aspect ratio deter-
mined by applying the Tolman-Oppenheimer-Volkoff equation
(Oppenheimer & Volkoff 1939) and employing a realistic nuclear
matter equation of state (EoS). Furthermore, instead of impos-
ing periodic boundary conditions, alternative boundary condi-
tions can be considered. Options such as potential boundary
conditions at the surface and perfect conductor at the crust-core
interface may provide valuable insights. However, at the surface
of the star, the most suitable boundary conditions are force-free
ones (Akgiin et al. 2018; Urbén et al. 2023). Finally, within the
NS, the stratification of matter is a crucial consideration. The
inclusion of density- and temperature-dependent microphysics
becomes imperative for accurately computing the Hall prefactor
and magnetic diffusivity employed in the evolution equations.

In this article, we aim to explore the potential occurrence
of inverse cascading in the crust of a NS by simulating a real-
istic NS scenario. Our objective is to understand the role of
inverse cascading in explaining the strong surface dipole field
observed in magnetars. Additionally, we seek to address why
this phenomenon has not been identified in previous studies
within the NS community. We investigate this process over a
time span of 103 to 10° years, corresponding to the observed life-
time of magnetars. To achieve these goals, we employ both the
PENCIL CODE' (Pencil Code Collaboration 2021) and MATINS

! https://github.com/pencil-code

A39, page 2 of 13

(Dehman et al. 2023b), taking into account the various relevant
parameters.

This paper is organized as follows: In Sect. 2, we discuss
the theoretical formalism of magnetic helicity and its realiz-
ability conditions in both Cartesian and spherical coordinates.
The numerical setups and the initial conditions are described in
Sect. 3. The results of our simulations are presented in Sect. 4,
and we conclude with a discussion of our findings in Sect. 5.

2. Magnetic helicity and realizability condition
2.1. General considerations

As previously noted, a helical magnetic field plays an important
role in explaining inverse cascading, which might be considered
as a candidate to explain the large-scale dipolar field in mag-
netars. The idea of explaining inverse cascading using a helical
field was first proposed by Frisch et al. (1975). The first appli-
cation to NS physics was explored by Brandenburg (2020). The
idea is based on the conservation of magnetic helicity,

Hy = f A-BdV, €))
v

where A is the magnetic vector potential and B = V X A is the

magnetic field in a volume V.

Following Brandenburg (2020), simple coordinate-
independent measures related to magnetic helicity can be
defined in terms of the fractional helicity y and the length scale
&, which are introduced through the ratios

(A-BY/(B*)=x&, (A-B)/{J-B) = pué. 2)

Here, J = V X B/yy is the current density, where y is the
vacuum permeability (in practice, we often use units such that
to = 1). Angle brackets denote averages over closed volumes,
so (A - B) is %auge-invariant. These relations yield ¥? = oA -
B)(J - BY/(B*)?, from which the fractional magnetic helicity y
is determined.

We recall that for a fully helical Beltrami field with peri-
odic boundary conditions, we have y = 1. When the bound-
ary conditions are nonperiodic, for example perfectly conduct-
ing on one side and a vertical field condition on the other,
Brandenbur§ (2017) determined analytically the quantity €, =
(J - BY/(J*XB*»)'/? ~ 0.883, which also implies y = 0.883,
because in his case (J - B)/{A - B) = uo{J y/(B?). Thus, X
can be close to unity even in the nonperiodic case. Furthermore,
because y is only an approximate quantity, it can sometimes also
exceed unity by a certain amount (Brandenburg 2020).

The y approach provides a practical alternative to more rigor-
ous methods that are typically feasible in Cartesian coordinates,
which will be discussed next. Using y, when treated as position-
dependent, is also a useful tool if the magnetic diffusivity and/or
the Hall prefactor vary with depth (see Brandenburg 2020, for
examples). However, in order to clarify the viability of an inverse
cascade in spherical geometry, such variations will be ignored in
the present paper.

2.2. Cartesian coordinates

Assuming periodic boundary conditions, the spectra of mag-
netic energy and magnetic helicity, Ey(k) and Hy(k), can be
computed by calculating the three-dimensional Fourier trans-
forms of the magnetic vector potential Ay and the magnetic
field By. The spectra are obtained by integrating |By|? and the
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real part of AAk . B,: over shells of constant k = |k|, yield-
ing En(k) and Hy(k), respectively. Here, the asterisk denotes
complex conjugation. These spectra are normalized such that
[ Em(kydk = (B*)/2u and [ Hy(k)dk = (A - B) for k from
0 to co. By applying the Schwartz inequality, one can derive the
so-called realizability condition (Moffatt 1978),
KHp (1210 < Ep(K). 3)
The realizability condition serves as an indicator of the degree of
helicity within the magnetic field. When Eq. (3) is saturated at
a particular wavenumber k, the magnetic helicity is maximal at
that wavenumber. If this condition holds true for any arbitrary &,
the system is characterized as being in a state of maximal helicity
(Frisch et al. 1975).

For fully helical magnetic fields with (say) positive helicity
(e.g., Hy = 2uoE (k) /k), Frisch et al. (1975) demonstrated that
energy and magnetic helicity cannot cascade directly. Specifi-
cally, the interaction of modes with wavenumbers p and ¢ pro-
duces fields whose wavevector k = p + ¢q has a length that
is equal to or smaller than the maximum of either |p| or |q|
(Brandenburg & Subramanian 2005), expressed as

“

This implies that magnetic helicity and magnetic energy
transform into progressively larger length scales, defin-
ing what is known as the inverse cascade. Consequently,
the entire spectrum is expected to shift leftward, toward
larger length scales, in an approximately self-similar fashion
(Brandenburg & Kahniashvili 2017).

For the decay of a fully helical magnetic field, the height
of the spectrum Ey™ remains unchanged. This is because the
typical length scale & increases (k oc 1/& decreases for a fully
helical field; see Eq. (4)), but the mean magnetic helicity density
(A-B) ~ £&(B?) is constant, so the mean magnetic energy density
(Bz)/2,u0 ~ Ey™ /€ must decrease such that 2upEy™ ~ (A - B)
stays constant. Thus, the constancy of the height of the spectrum
in the case of a fully helical field does not indicate that the mean
magnetic energy density is constant during the evolution.

|kl < max(|pl, |q]).

2.3. Spherical coordinates

In spherical coordinates, B can be expressed using two scalar
functions ®(x) and ¥(x), following the Chandrasekhar-Kendall
formulation (Chandrasekhar & Kendall 1957; Chandrasekhar
1981):

Bpoi = V x (V x ®r),

B = VX VPr. &)

Using the notation of Krause & Radler (1980) and
Geppert & Wiebicke (1991), the basic idea is to expand
the poloidal © and toroidal ¥ scalar functions in a series of
spherical harmonics:

1
1.1 60.6) = — > Oon(r. ¥ on(0.9),

tm

1

W(t,1,0,8) = = D Won(r, DY en(6,9), (©)
r tm

where ¢ = 1 to co is the degree and m = —¢, ..., € the order of the

multipole. The toroidal field in 3D is a mix of the two tangential
components of the magnetic field, whereas the poloidal field is

a mix of all three components. This is less trivial than in 2D,
where the toroidal part consists of the azimuthal component and
the poloidal part consists of the two other components of the
magnetic field.

The spectra of the magnetic helicity and the magnetic energy
in 3D spherical coordinates are, respectively, defined as follows:

o0+ 1)

Hy(t,m;1) =2 f = D, P r*dr, (7
L e+ Dec+1
Em(t,m;t) = E f ( r;- )[ ( r: )Q)?m + (Dz’m ? + lP?m : ®

Here, @}, = 0@y, /0r. From these expressions, one can define
the spectral realizability condition (Eq. (3)) in terms of the
poloidal and toroidal scalar functions as

e+ 1

2k chm\me < r2 (D?m + (D;’m g + \P?m' (9)

The pseudo wavenumber k = V¢(€ + 1)/R possesses the dimen-
sion of inverse length, where R denotes the surface of our com-
putational domain.

3. Numerical models
3.1. Evolution equations

Using SI units, the equations governing the Hall cascade in NS
crust can be written as (Goldreich & Reisenegger 1992)

B—B:Vx(—JXB
ot

- o] ) (10)

e
where e is the unit charge, n, is the electron density, and 7 is
the magnetic diffusivity (inversely proportional to the electrical
conductivity o).

A suitable adimensional measure quantifying the importance
of magnetic diffusivity is the Lundquist number, given by

(11)

Owing to the decay of B, the value of Lu is time-dependent.
Additionally, it exhibits positional dependence because n, and
n vary with density. However, this positional dependence is not
addressed in the present study.

Lu = Bns/enepion.

3.2. Numerical codes

As mentioned above, we use two numerical codes: the
PENCIL CODE? (Pencil Code Collaboration 2021) and MATINS
(Dehman et al. 2023b). The PENCIL CODE is primarily designed
to solve the fully nonlinear, compressible hydromagnetic equa-
tions. Its highly modular structure allows for easy adaptation
to a wide range of physical setups. It is a high-order finite-
difference code, which is efficiently parallelized, enabling there-
fore high resolution and Lundquist numbers on the order of 10°.
The code can operate on a Cartesian or spherical grid and can
be configured to work within a limited sector, 8; < 6 < 6, and
¢1 < ¢ < ¢y, of a 3D spherical shell. This capability allows us
to exclude the axis to avoid singularities and to adjust the aspect
ratio as needed. Therefore, the PENCIL CODE is a valuable tool
for this study.

On the other hand, MATINS is a 3D code for the MAgneto-
Thermal evolution in Isolated NS crusts, based on finite-volume

2 https://github.com/pencil-code
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Table 1. Spectrum of the magnetic vector potential A and the magnetic
field B for k < ky, depicting the ascending spectra.

Ea(k)  Em(k)
1D ock? ock?
2D ock? ock?
3D ock? ock?

Notes. For more details, see Brandenburg & Boldyrev (2020).

numerical schemes discretized over a nonorthogonal cubed-
sphere grid, which effectively resolves the axis singularity prob-
lem in 3D spherical coordinates. The cubed-sphere formalism,
introduced by Ronchi et al. (1996) and implemented in MATINS
by Dehman et al. (2023b), uses one coordinate as the radial
direction, similar to spherical coordinates, with the volume com-
posed of multiple radial layers. Each layer is divided into six
patches, resembling arcs of great circles, created by inflating the
six faces of a cube into a spherical shape. Each patch is bordered
by four others and is described by angular-like coordinates, &
and 7, ranging from [—m/4:7m/4]. These patches are orthogonal
to the radial direction but not orthogonal to each other, except at
the patch centers. This nonorthogonality requires careful distinc-
tion between covariant (lower indices) and contravariant (upper
indices) field components.

Additionally, MATINS incorporates a spherical star based
on a realistic EoS, including corresponding relativistic fac-
tors in the evolution equations. It also integrates the latest
temperature-dependent microphysical calculations®, enabling
coupled magneto-thermal simulations if needed (Dehman et al.
2023a,b; Ascenzi et al. 2024).

3.3. Initial conditions

In the following, our objective is to construct an initial heli-
cal magnetic field. We use a random initial field with a spe-
cific magnetic energy spectrum. It peaks at a certain wavenum-
ber ko. For wavenumbers k > ky, the spectrum exhibits a
distinct inertial range, which may follow a k™/3 scaling for
Kolmogorov-like turbulence or a k=2 scaling for wave turbu-
lence (Brandenburg et al. 2015). For k <k, referred to as the
sub-inertial range, we adopt a spectrum corresponding to a ran-
dom vector potential. This implies that in 3D space, the vector
potential follows a k> spectrum and the magnetic field a k* spec-
trum, as depicted in Table 1. Such a spectrum is often used in the
cosmological context, where it is usually referred to as a causal
spectrum (Durrer & Caprini 2003). It means that no point is cor-
related with any other, but the field is additionally divergence-
free.

3.3.1. The Pencil Code

In Cartesian coordinates, we use a Fourier transform to construct
a helical initial condition for the magnetic vector potential A (k)
by applying the helicity operator R;;(k) = 6;; — iog;;;k; with unit
vector k = k/|k| on a nonhelical transverse field given by:

kxe

A = Ag———Su(k) €.

|k X el 12)

3 The public routines implemented in MATINS are available at http:
//www.ioffe.ru/astro/conduct/. For details, see Potekhin et al.
(2015).
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Here, A is an amplitude factor, ¢ with |¢| < 7 are uniformly
distributed random phases, and

3 (ke Je Y222
Satk) = 0 (k/ko) . .
[1+ (k/ko)2e+7/3)]' /4

is a function that gives Eyi(k) oc k? for k < ko and Ep(k) oc k77/3
for k > k. For more details on how « scales with the dimen-
sion of the domain, we refer to Table 1 and to the work of
Brandenburg & Boldyrev (2020). Here, k is the peak wavenum-
ber of the spectrum. For a given value of By, the resulting initial
value of the rms magnetic field, By, which will be denoted as
BY. is usually somewhat larger than By. For ky/k; = 180, for
example, we find BngS/BO ~ 3.2 when o = 0, and Bﬁom)s/Bo ~ 4.5
when o = 1.

Owing to the use of Fourier transforms, our initial condi-
tions are implicitly assumed to be triply periodic in x, where
x =(xy,z) with x; < x < x,y; <y <y andz; <z < 2. The
boundary conditions imposed during the simulation may lead to
sharp gradients at the boundaries during the initial time steps,
but those will be smoothed out later in time.

When using the PENCIL CODE, we can still use the Cartesian
initial condition in spherical geometry by replacing (x,y,z) —
(1,6, ¢). In that case, the vector potential will no longer be per-
fectly divergence-free. Also, in the simulations, we are not work-
ing in the Coulomb gauge; instead, we employ the Weyl gauge
where the electrostatic potential vanishes. Additionally, the frac-
tional magnetic helicity will be different in this scenario (see
Sect. 2 for coordinate-independent measures of the fractional
magnetic helicity).

In the following, we characterize the surface magnetic field
in the Cartesian simulations through its two-dimensional energy
spectrum, Ew(k; x,1), where k = |k| and k = (ky,k;) is the
wavevector in the yz plane. We choose a value of x that is close
to the outer boundary, x, (beneath the star’s surface). Owing to
the reduction in dimensionality, the otherwise k* spectrum of the
magnetic field turns into a k> spectrum (see Table 1).

3.3.2. The MATINS code

According to the Chandrasekhar-Kendall formalism
(Chandrasekhar & Kendall 1957), the magnetic field B can
be decomposed in spherical coordinates, into poloidal ®(x) and
toroidal W(x) scalar functions, as explained in Sect. 2.3. The
initial magnetic field structure can be constructed by selecting
a set of spherical harmonics (see Eq. (6)), which defines the
angular part of the magnetic field configuration. For additional
details, consult Appendix B of Dehman et al. (2023b).

As mentioned at the beginning of Sect. 3.3, our goal is to start
the simulations with a locally isotropic spectrum characterized
by an £3 slope*. Thus, we express the poloidal scalar function
D(x) as:

1
D) = = " bun(ra) fo(r) Yen (6, 9), (14)
r tm
with
1
Dy (ra) = der Br(ravga ¢) Yem(0, ¢) (15)
; {(C+1)

4 The plotted energy spectrum (Eq. (8)) in MATINS is a 2D spectrum
decomposed into spherical harmonics along 6 and ¢ coordinates.
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Here, @, (r,) represents the weights of the multipoles, extracted
from simulations using the PENCIL CODE at a given radial layer
r, beneath the surface of the star R. The surface differential is
denoted by dS,, f;(r) is the radial spectral mode function, and
B’ is the contravariant radial component of the magnetic field,
as MATINS employs a nonorthogonal cubed-sphere metric. This
selection ensures the achievement of the desired locally isotropic
£3 initial sub-inertial range.

To establish a locally isotropic magnetic field across all
radial layers, we define f;(r) as follows:

fe(r) = sin(kSTr), kST = (66 + /R, (16)

where k;ff is the radial wavenumber. The choice of k;ﬁ is moti-
vated by the dimensional argument of the realizability condition;
see Egs. (3) and (9). The parameter ¢ is a constant that can be
adjusted in our simulations to ensure the desired number of mul-
tipoles along the radial direction, as one can define kgR o ¢ .
Here, ko and ¢, are the peak wavenumber and degree of the mul-
tipoles in the spectrum, respectively. For ¢ = 1, k;ff simplifies to
the wavenumber k. We refer to Sect. 4.2 for details regarding the
selection of the ¢ parameter.

The choice of the radial spectral mode function fi(r), as
defined, does not adhere to the potential and perfect conductor
boundary conditions imposed at the surface and the crust-core
boundary, respectively. However, considering our goal of con-
ducting simulations with a large Lundquist number on the order
of 100-1000, it is anticipated that the initial condition’s influ-
ence on the global evolution will be minimal. Also, as discussed
above, the magnetic field is expected to readjust to the imposed
boundary conditions after a few evolution time steps, a behavior
also observed in the PENCIL CODE simulations. It is worth noting
that, in order to construct an initial field that respects boundary
conditions, the solution of Bessel functions would be necessary,
which inspired our current choice of the sine function.

To construct an initial helical field, the toroidal scalar func-
tion ¥(x) must be expressed as

P(x) = k D(x), (17

where k = +{(£+1)/R. Upon examining Equation (9), it
becomes apparent that, at the surface of the star, the ratio of
the left-hand side to the right-hand side approaches one, indi-
cating that the magnetic field tends toward maximal helicity.
However, the presence of the CI)’[,%1 term on the right-hand side
of Equation (9) prevents the Chandrasekhar-Kendall formalism
from achieving a fully helical field. It is worth noting that dif-
ferent choices of the radial function also ensure a helical field if
Equation (17) is enforced.

The magnetic field components are computed using the
finite-volume curl operator applied to ®(x) and ¥(x) in cubed-
sphere coordinates; see Dehman et al. (2023b). This method
guarantees that the initial magnetic field structure is divergence-
free up to machine precision and effectively avoids the axis-
singularity problem inherent in spherical coordinate. Our
experience shows that this approach yields satisfactory results
for our objectives, particularly in generating a visually more
locally isotropic field, as will be demonstrated in Sect. 4.

3.4. Boundary conditions

In our simulations, we confine the magnetic field to the crust
of the star. Consequently, the inner boundary conditions are
imposed by requiring the normal (radial) component of the mag-
netic field to vanish at the lower boundary (r = rg). This phys-
ically represents the transition from normal to superconducting

matter. Under these assumptions, the Poynting flux at the inner
boundary is zero, preventing any energy flow into or from the
core of the star. In the PENCIL CODE, this boundary condition, in
terms of the magnetic vector potential, translates to

0A,
or

On the other hand, MATINS enforces vanishing inner bound-
ary conditions for the radial component of the magnetic field
(B" = 0). This condition arises from the direct evolution of
the magnetic field components within the code. Furthermore,
the tangential components of the electric and magnetic fields in
cubed-sphere coordinates at the inner boundary are specified as
follows:

=Ag=A4,=0 (r=ry). (18)

1
E®(rg) = EE"C’"(F() +dr),

B(ro — dr) = B(ry).

10
—dr (19
In the equations above, we have omitted the angular coordi-
nates for brevity. The radial coupling among the nearest neigh-
bors occurring over a distance dr (see Eq. (19)), is implemented
to address the issue of odd-even decoupling or checkerboard
oscillations, which arise from two slightly different solutions—
one corresponding to odd grid points and the other to even grid
points. This phenomenon is a known issue with second-order
central difference schemes when applied to the second derivative
of a function. By adopting this approach, we mitigate tangential
currents at the crust-core interface and improve stability during
the evolution.

At the outer boundary, all components of the magnetic field
are continuous, if surface current sheets are excluded. In the
PENCIL CODE simulations, the magnetic field is radial at the
outer boundary, which, in terms of the magnetic vector poten-
tial, translate to

04y Ag 0Ay Ay
Ar=0, o r’ or  r (r=R).
Along the 6 (or y) direction, perfect boundary conditions were
imposed. Moreover, in the PENCIL CODE, we sometimes use
periodic boundary conditions (Sect. 4.5).

Conversely, in MATINS, we implement an external potential
(current-free) solution for the magnetic field at the surface of the
star, governed by VX B = 0 and V- B = 0. This magnetic field is
expressed as the gradient of a magneto-static potential that satis-
fies the Laplace equation. The potential is expanded in spherical
harmonics, allowing us to express the three components of the
magnetic field at the surface of the star as

B = B, Z(f + 1) B Y,

{m

ro

(20)

2

where By is a normalization factor and b} corresponds to the
dimensionless weight of the multipoles:

1 ds”
pr=—— | =BY,,. 22
‘ BO(€+1)fr2 ‘ 22)
The angular components of the magnetic field are given by:
aYZm
B®=-By » b} , 23
0 ; e (23)
BO aY[m
Bl =—— > " . 24
sin 0 Z Y @4

tm
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Table 2. Summary of the PENCIL CODE simulations.

Run Geom/B.C. r/R 0/r o/n Lo(fy) Co(r) Lu(@) Lu®) koé(fo) x(fo) Mesh points
R1 Cart/PC-VF  0.9-1 0-1 0-1 200 50 260 132 0.50 1.19 64 x 20482
R2  Sph/PC-VF 0.9-1 0.1-09 0-1 200 60 251 124 0.60 1.12 64 %2048
R3  Cart/PC-VF 0.8-1 0-1 0-1 200 30 361 202 0.61 1.16 128 x 20482
R4 Cart/PC-VF  0.8-1 0-0.5 0-0.5 200 10 487 272 0.61 1.15 128 x 10242
R5 Cart/PC-VF  0.8-1 0-0.5 0-0.5 50 10 724 464 0.46 0.87 128 x 10282
R6 Cart/P 0.9-1 0-1 0-1 200 60 283 168 0.61 1.19 64 x 20482

Notes. Cartesian simulations are indicated by ‘Cart’, while spherical simulations are denoted by ‘Sph’. Simulations with perfect conductor
boundary conditions on the inner surface and vertical field boundary conditions on the outer surface in the radial directions are labeled as ‘PC-
VF’. By contrast, simulations with periodic boundary conditions in the radial directions are labeled as ‘P’. Data is shown at specific times:
fi =nt;/R> =2x10% and &, = nt>/R*> = 2 x 1075, We note that £, = koR for the Cartesian runs.

The angular components of the magnetic field (B’ and B?) are
then converted into the Bf and B" components on the cubed-
sphere grid within the code. For a detailed description of the
magnetic boundary condition in MATINS, see Dehman et al.
(2023b).

3.5. Units and simulation parameters

For the PENCIL CODE simulations, we present the results in adi-
mensional form by introducing the following units

[11 = R*/n,

This implies that the current density is measured in units of
[J] = [B]/uoR. To express the PENCIL CODE results in dimen-
sional units, we multiply by the appropriate units described
above. Moreover, we consider a Hall cascade with a characteris-
tic wavenumber k, which represents the initial peak of the spec-
trum. This peak wavenumber is related to the spherical harmonic
degree £, where most of the energy is concentrated, through the
relation ky = V€y({o + 1)/R. We set 1/en .y = 1 and adopt a
time-dependent prescription for the magnetic diffusivity 7:

o = 2% 107
T =12 % 1074 exp(=0.4 1)

[x] = R, [B] = enepion. (25)

if +<0.1

if > 0.1. (26)
Here,  remains constant throughout most of the evolution time,
except for the very late stage (after + > 0.1). This adjust-
ment ensures an increase in the Lundquist number at later times
(t > 0.1) if the simulation continues for that duration. We ignore
in this study the depth-dependence of the magnetic diffusivity n
and the electron number density n.. Additionally, for the PENCIL
CODE, we use different mesh points depending on the aspect
ratio considered in each simulation. The specific mesh points
used are detailed in Table 2.

In MATINS, we use physical units commonly applied in astro-
physics, defined as follows

[x] = 1km, [f]=1Myr, [B]=1G,
[J1=1GMyr™!, [Em(0O] = lerg.

We have set the average magnetic field strength to approx-
imately 10'2G and fixed the Hall prefactor at 1/en.uy =
1 km®> Myr~'(10'2 G)~". Instead of varying these parameters, we
adjusted the magnetic diffusivity n (as shown in Table 4), ignor-
ing the depth-dependence of the electric conductivity, to achieve
a Lundquist number Lu of order 100 (Eq. (11)), consistent with
the magnetic field strengths typical of magnetars (10'#~10' G).

27
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Table 3. Correspondence of times in various units for the PENCIL CODE
simulations.

IR*/n] T=nt/R* T=nt/(R-r))*> 1/Tomm
0.01 2 % 10 2% 107 0.11
0.03 6 x 107 6 x 1074 0.15
0.1 2% 1075 2% 1073 0.20
0.3 6 x 107 6x 1073 0.26

Notes. ¢ represents the time in PENCIL CODE units, 7 shows the dimen-
sionless time normalized by the stellar radius, 7 is the time normalized
by the crust thickness, and t/Tonn = 1t/&2 provides the normalized time
with respect to the Ohmic diffusion timescale, Tonm = /.

Additionally, the grid consists of 64 x 47> x 6 mesh points, with
n, = 64 radial mesh points, n; = n,, = 47 angular mesh points,
and 6 patches forming the cubed-sphere structure.

In the following section, we will use ¢ (in Myr) to represent
time in MATINS simulations and the dimensionless 7 = nt/R?
for time in the PENCIL CODE simulations (see also Table 3 for
the correspondence of our times in various units in the PENCIL
CODE simulations). To compare time between the two codes, it is
essential to use a dimensionless quantity. Specifically, we com-
pare the value of n¢/R>.

4. Simulations

Constructing  the NS  background model entails
solving the Tolman-Oppenheimer-Volkoff ~ equations
(Oppenheimer & Volkoff 1939), considering a nuclear EoS
at zero-temperature’. This approach involves describing both
the liquid core and the solid crust of the star. Through these
calculations, we can determine the thickness of the NS crust,
estimated to be approximately 1km in relation to its overall
radius of about 10 km. This estimation reveals the extreme aspect
ratio of the crust, approximately 1:30, with A = (R — ry)/nR.
In our simulations conducted in Cartesian, spherical (PENCIL
CODE), and cubed-sphere (MATINS) coordinates, we account for
the actual aspect ratio of the NS crust.

5 NSs consist of degenerate matter, typically characterized by tempera-
tures lower than the Fermi temperature for their entire existence. In this
specific temperature range, quantum effects, as dictated by Fermi statis-
tics, overwhelmingly dominate over thermal effects. Therefore, the EoS
for NSs can be effectively approximated as that of zero temperature,
allowing us to largely ignore thermal contributions for most of their
lifespan.
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Table 4. Summary of MATINS simulations on a cubed-sphere grid representing a crustal shell.

Run r/R O/ o/m Ly 7 [kmz/Myr] Lu(tp) Lu(s) koé(ty) x(to) Mesh points
Rel 09-1.0 0-1 0-2 40 8 x 1073 60 58 0.54 072 64x47*x6
R:3 09-1.0 0-1 0-2 120 45x1073 103 98 0.63 0.85 64x47*x6
RS 09-1.0 0-1 0-2 200 1.2 x 1072 107 90 0.64 092 64x47*%x6
R10 0.9-1.0 0-1 0-2 400 1.5% 1072 106 91 0.40 0.69 64x47*>%x6

Notes. Data is shown at specific, fixed times: #, = 0.0, #; = 0.005, t, = 0.01 and #; = 0.02 Myr, resulting in n¢,; /R* = 6x 107 and nt3/R*> = 2x 1073,

with 77 set to 1.2 x 1072 km?/Myr. We note that in MATINS, £, = 3.

Below, we delve into the various runs relevant to our study.
We focus on simulations favoring the inverse cascade in the crust
of a NS. The simulations conducted with the PENCIL CODE are
detailed in Table 2, while those performed using MATINS are out-
lined in Table 4.

4.1. Reference run

In this section, we describe the reference run in our study, run
R1, performed using the PENCIL CODE in Cartesian coordinates
(see Table 2). This run is constructed based on our experience
and represents the optimal configuration to validate the inverse
cascade in a NS crust. Run R1 is characterized by an average
value of Lu on the order of a few hundred. In our Cartesian
domain, the crustal shell extends from x = 0.9-1, y = 0—1, and
z = 0-1, corresponding to spherical coordinates in the range
r/R=0.9-1,60/n =0-1, and ¢/ = 0—1.

The initially helical magnetic field for run R1 is formu-
lated as detailed in Sect. 3.3. Given the extreme aspect ratio
(A =~ 1:30) of the NS crust, attributed to its small thickness,
our experience has shown that a sufficiently small-scale mag-
netic field structure is necessary to facilitate inverse cascading.
As aresult, the magnetic spectrum should predominantly feature
small-scale structures with £y = koR ~ 200. This corresponds to
a wavelength 2rr/ky = 0.03 R, which is about one-hundredth of
the latitudinal extent but only about one third of the crust’s depth.

In Figure 1, we present magnetic energy spectra of run R1 at
four distinct dimensionless times: 7 = 2 x 107° (black), 6 x 107¢
(blue), 2 x 107 (yellow), and 6 x 1073 (red). These times cor-
respond to the normalized times t/7onm = 0.11, 0.15, 0.20,
and 0.26, respectively, where the Ohmic diffusion timescale is
defined as Tonm = &2/1 (see Table 3). The spectra reveal an
inverse cascade of the magnetic peak evolving underneath k*/?
envelope (not shown). For times 7 > 2 x 107>, the peak of the
magnetic energy spectrum no longer decays over time (yellow
and red curves in Figure 1). As explained at the end of Sect. 2.2,
this indicates that the magnetic field has reached a maximally
helical state, while the total magnetic energy continues to dissi-
pate.

Toward the end of the simulation, we notice that the inverse
cascade stalls when ¢y ~ 30, with almost no further transfer of
energy toward the dipolar component. In the following sections,
we examine the impact of the coordinate system, peak wavenum-
ber position, aspect ratio, and boundary conditions to understand
what is limiting the inverse cascade from transferring energy to
larger-scale structures.

4.2. Different coordinate systems

To study the impact of the coordinate systems on the inverse cas-
cade, we replicated run R1 in spherical coordinates using PENCIL

CODE in run R2 (see Table 2) and in cubed-sphere coordinates
using MATINS in run R¢5 (see Table 4). These two runs have an
average value of Lu similar to that of run R1, both on the order
of a few hundred. The crustal shell is in the range r/R = 0.9-1
for both runs. In run R2, we choose /7 = 0.1-0.9 to avoid
the axis singularity problem in 3D spherical coordinates, while
¢/n = 0—1. By contrast, run R¢5 covers the full crustal shell and
has 8/m = 0—1, and ¢/ = 0-2.

The meridional slices of the B'(r, ) component of the mag-
netic field for run R2 are illustrated in Figure 2 at three different
times: 7 = 6 x 1077, 2 x 107, and 6 x 107® (from left to right).
Initially, the magnetic spectrum predominantly features small-
scale structures on the order of kR ~ 200 (at 7 = 6 x 1077). As
the evolution processes, the emergence of large-scale structures
from small-scale ones becomes increasingly apparent, ultimately
resulting in magnetic field structures comparable in size to the
NS crust. This growth in scale hints at why the inverse cascade
concludes, which can be attributed to the extreme aspect ratio
A of the NS crust. The inverse cascade phenomenon observed
in the magnetic field of run R2 is further corroborated by the
magnetic energy spectra shown in Figure 3 at various times.

To verify if the same behavior occurs with cubed-sphere
coordinates, we conducted simulations using MATINS. This test
is also essential for determining if two different numerical
codes yield similar results. As demonstrated previously using
the PENCIL CODE, for the inverse cascade to occur, the initial
magnetic spectrum should predominantly exhibit small-scale
structures with £y ~ 200. However, achieving the necessary res-
olution with MATINS is challenging because it is not parallelized,
unlike the PENCIL CODE.

An alternative approach involves concentrating more struc-
tures exclusively in the radial direction. This initial magnetic
field configuration can be conceptualized as a squashed mag-
netic field structure, achieved by selecting an ¢ value greater than
one; see Eq. (16). The ¢ parameter is determined based on the
results from run R1. During run R1, the initial value £,(7) ~ 200
decreased to £o(f = 6 x 107) ~ 30. By this time, the radial
scale has reduced to m/k =~ 0.1, corresponding to the crustal
thickness, and the inverse cascade concluded. This indicates that
for the inverse cascade to remain active, £ must not fall signif-
icantly below the inverse aspect ratio 2 A~!. To span a factor
¥ ~ 200/30 in the inverse cascade during MATINS simulations
with £, = 80, where the affordable spherical degree at the peak
is ¢3ord ~ 40, the radial scale must be reduced by a squash-
ing factor ¢. The value of ¢ can be computed using the following
equation:

7_'

L2 W' (28)

For example, with fgfford ~ 40 in MATINS, an ¢ value of approxi-
mately 5 is required to accommodate £, ~ 200.
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Fig. 1. Spectral energy of the Cartesian reference run R1. The magnetic
spectra are displayed at ¥ = 2 x 107 (black), 7 = 6 x 107 (blue),
f=2x107 (yellow), and 7 = 6 x 107> (red).

Fig. 2. Meridional slices of B'(r,6) for run R2, with £4(f%)) = 200 at
f=6x1077,2x 107, and 6 x 107° (from left to right).

Figure 4 presents the magnetic energy spectra for the ReS
simulation at four different times: 7y = 0.0 (black), #; = 0.005
(blue), r, = 0.01 (yellow), and #3 = 0.02 Myr (red). The Ohmic
diffusion timescale, defined as &2/1, is approximately 0.02 Myr.
Similar to the Cartesian and spherical runs (R1 and R2) con-
ducted with the PENCIL CODE, the magnetic field in run R¢5
exhibits an inverse cascade, featuring ascending £3 spectra and
demonstrating temporal decay that scales as £3/?> on the cubed-
sphere grid (not shown). Figure 5 shows meridional slices of the
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Fig. 3. Spectral energy of the spherical run R2. As in Figure 1, the mag-
netic spectra are shown at 7 = 2 x 107 (black), 6 x 10~ (blue), 2 x 10~
(yellow) and 6 x 107> (red).
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Fig. 4. Spectral energy of the cubed-sphere run R¢5 at 7, = 0.0 (black),
t; = 0.005 Myr (blue), , = 0.01 Myr (yellow), and 3 = 0.02 Myr (red).

B'(r,0) component of the magnetic field for run R:5 at ¢ = 0.0,
0.01 and, 0.02 Myr. The radial magnetic field structures are visi-
bly squashed along the radial direction. Notably, the inverse cas-
cade observed in MATINS is less pronounced than in the PENCIL
CODE, as demonstrated in Figures 4 and 5. This discrepancy may
be related to the ¢ parameter (Eq. (28)), which represents the
squashing factor.

The consistent behavior observed in run R1, run R2, and run
R:5, which utilize Cartesian, spherical, and cubed-sphere coordi-
nates respectively, indicates that the choice of coordinate system
is not critical as long as the initial conditions (and the correct
aspect ratio) are nearly identical. Notably, despite the differing
geometrical coordinates, all three models exhibit an inverse cas-
cade limited to £y = 30, with minimal energy transfer to the
dipolar component.

4.3. Effects of peak position

In this section, we examine the effect of varying initial koR val-
ues on the inverse cascade using MATINS simulations. In the first
case, we set ¢ = 1 (see Equation (28)) for run R¢1, resulting in
koR = 40. In the second case, ¢ was increased to 10 for run Re10,
resulting in kgR = 400. These simulations were designed to test
our interpretation of the squashed initial field configuration in
MATINS and evaluate whether it yields the anticipated results.
Figure 6 presents the results for runs Rel (upper panel) and
R:10 (lower panel) at various stages of evolution. In run R¢l,
no inverse cascade is observed, likely because the field struc-
tures are comparable in size to the crustal thickness. In contrast,
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Fig. 5. Meridional slices of B’(r, 8) for run R:5 at ¢t = 0.0, 0.01 Myr and,
0.02 Myr (from left to right).

run R¢10 exhibits a clear and more pronounced inverse cascade
compared to run R¢5. These results suggest that the presence of
small-scale initial spherical degrees is crucial for the inverse cas-
cade to occur.

4.4. Aspect ratio

To study the impact of the aspect ratio on the inverse cascade, we
conducted a replication of the reference run R1, and in this iter-
ation, we adjusted solely the crust aspect ratio. On the one hand,
in the new run R3 (see Table 2), we doubled the crustal thickness.
Consequently, the crustal shell is now in the range /R = 0.8—1,
accounting for one-fifth of the entire NS cross-sectional area,
as opposed to the previous one-tenth. On the other hand, in the
new run R4, we also doubled the crustal thickness and, in addi-
tion, we reduced 6/7 and ¢/ from the range of 0—1 to 0-0.5.
Therefore, the geometry of our domain now approaches a cubic
configuration.

The magnetic energy spectra for runs R3 and R4 are depicted
in the upper and lower panels of Figure 7, respectively. In this
representation, magnetic spectra are plotted at 7 = 6 x 1077
(black), 2 x 107 (blue), 6 x 107 (yellow), and 2 x 1073 (red).
Compared to the reference run R1 (Figure 1), R3 and R4 exhibit
a more pronounced inverse cascading phenomenon with several
distinct behaviors.

At 7 =2 x 107>, the characteristic scale £, is approximately
20 for run R3 and 10 for run R4, whereas for run R1, £, ~ 50 at
the same time. Furthermore, at largest scale (£ ~ 1), the spec-
tral magnetic energy remains nearly constant in run R1, with
En(k) =~ 6 x 1071°, In contrast, runs R3 and R4 show signif-
icant energy accumulation in the dipolar component (£ ~ 1),
with Ep(k) ~ 1078 for run R3 and Ep(k) ~ 107 for run R4.

Compared to run R3 and the reference run RI1, run R4
demonstrates a more rapid inverse cascade, achieving a fully
helical field state in a shorter time. For 7 > 2 x 107, the peak of
the magnetic energy spectrum, E**, in run R4 is steadily main-
tained throughout its evolution, indicating a convergence toward
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Fig. 6. Spectral magnetic energy for run Re1 (upper panel) and run Re10
(lower panel). As in Figure 4, the magnetic spectra are shown at ¢ = 0.0
(black), 0.005 (blue), 0.01 (yellow), 0.02 (red), and 0.04 Myr (green).

a maximally helical field. Meanwhile, the total magnetic energy
continues to dissipate.

These differences relative to the reference run R1 are
attributed to the aspect ratio, particularly in run R4, where the
geometry approximates cubic symmetry, while run R3 involves
only doubling the crustal thickness. Variations in crustal geom-
etry significantly influence the inverse cascade, the efficiency of
achieving a maximally helical field, and the formation of the
large-scale magnetic field. The realistic extreme aspect ratio of
the NS crust limits the inverse cascade, and the energy transfer
toward the dipolar component.

At this stage, it is intriguing to explore whether a less
extreme aspect ratio, as used in run R4, can reveal the presence or
absence of an inverse cascade for a smaller initial £,. To investi-
gate this, we replicated run R4, adjusting £, from approximately
200 to 50 for run RS, as detailed in Table 2. The magnetic energy
spectra for run R5 exhibit behavior similar to that of run R4, con-
firming the presence of an inverse cascade even with an initial
peak wavenumber of £y ~ 50. Notably, at f, = 2 X 1073, the peak
wavenumber for both runs R4 and R5 reaches £, ~ 10, as shown
in Table 2. As previously mentioned, this outcome is influenced
by the crustal geometry used in both runs, which closely resem-
bles a cubic configuration. We note that starting with £, ~ 50
in a model replicating the reference run R1 does not result in an
inverse cascade.

4.5. Periodic boundary conditions

In this section, we examine the impact of magnetic boundary
conditions on our simulations. To do so, we replicate reference
run R1, but modify the magnetic boundary conditions by replac-
ing the perfect conductor and vertical field boundary conditions
on the inner and outer radial boundaries, respectively, with peri-
odic boundary conditions. In Table 2 it is labeled as run R6.

A39, page 9 of 13
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Fig. 7. Spectral energy of run R3 (upper panel) and run R4 (lower panel)
in Cartesian coordinates, each characterized by different aspect ratios
compared to the reference run R1. Data is shown at 7 = 6 x 1077 (black),
2 x 107% (blue), 6 x 107 (yellow) and 2 x 10~ (red).

The magnetic spectrum of run R6 is illustrated in Figure 8 at
various times. The magnetic field undergoes pronounced inverse
cascading. However, unlike the reference run R1, run R6 exhibits
energy transfer to low spherical degree (£ ~ 1), with Ey(k) =
2x107 compared to Ey(k) ~ 6x107%inrunR1 at 7 = 2x 107>,
This energy transfer is less efficient than in runs R3 and R4. On
the other hand, the inverse cascade remains limited to ¢, = 50,
the same as in run R1 at 7 = 2 x 107>. Consequently, adopting
periodic boundary conditions does not explain the formation of
the large-scale magnetic field in magnetars.

In contrast to the reference run R1, where the magnetic spec-
trum undergoes temporal decay, run R6 exhibits a stable value
of Ey™* throughout its evolution. The energy spectrum of run
R6 aligns with the characteristics of fully helical MHD spectra;
see the end of Sect. 2.2 for details on a fully helical magnetic
field and Figure 5 in Brandenburg (2020). Nonperiodic bound-
ary conditions—such as potential, vertical, and perfect conduc-
tor boundaries—resulted in a partially helical field, explaining
the decay in Eyf**. In contrast, the periodic boundary conditions
in run R6 facilitate the development of a fully helical magnetic
field.

5. Discussion

Studying the inverse cascade in NS crusts presents a significant
challenge, as it remains a relatively unexplored topic in the exist-
ing literature. A notable exception is the work of Brandenburg
(2020), which employed local simulations of the Hall cascade
and identified the occurrence of an inverse cascade. However,
these simulations, restricted to a cubic domain, are not ade-
quate for capturing the complex and realistic properties of the
NS crust.
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Fig. 8. Spectral energy of run R6 in Cartesian geometry, characterized
using periodic boundary conditions compared to reference run R1. Data
is shown at 7 = 6 x 1077 (black), 2 x 107 (blue), 6 x 10~ (yellow), and
2% 107 (red).

In contrast, Gourgouliatos et al. (2020) explored the possi-
bility of an inverse cascade in the NS crust but found no evi-
dence of its occurrence. While an increase in the dipole com-
ponent of the magnetic field was observed, the hallmark fea-
ture of an inverse cascade—a shift in the energy spectrum peak
from smaller to larger scales—was absent. In their setup, mag-
netic energy was initially concentrated in multipoles within the
range { = 10-20, with minimal or zero contributions from other
multipoles. Mode coupling, driven by the nonuniformity of coef-
ficients and Hall nonlinearity, redistributed energy to neighbor-
ing multipoles and resulted in a shallow energy spectrum domi-
nated by the initial scales. Instead of a spectral peak shifting to
larger scales, energy redistributed to multipoles that initially car-
ried negligible magnetic energy, with no discernible evidence of
an inverse cascade manifesting. Over time, smaller-scale struc-
tures dissipated as Hall drift became less efficient, shaping their
final energy spectra. The lack of magnetic helicity measurements
in their study left a critical gap in understanding—specifically,
whether the absence of an inverse cascade was due to the lack of
magnetic helicity or the initial dominance of structures at scales
comparable to the NS crust.

Despite these efforts, several critical factors remained unad-
dressed within a single comprehensive setup. These include
high resolution simulations capable of resolving small-scale
structures while incorporating the correct aspect ratio, spher-
ical geometry, an initial causal spectrum (Sect. 3.3) designed
to better capture conditions conducive to an inverse cascade,
appropriate boundary conditions, and the consideration of time-
dependent magnetic diffusivity—an essential factor influenced by
the cooling processes of NSs.

To address these gaps, our research undertook a comprehen-
sive investigation to evaluate the efficacy of the inverse cascade
in the NS crust. Our work also aimed to understand its poten-
tial role in explaining the origin of the large-scale dipolar field
observed in magnetars—an intriguing question with significant
implications. A crucial requirement for a strong inverse cas-
cade to occur is the presence of an initial helical magnetic field
(Brandenburg 2020). Nonhelical magnetic fields can also induce
an inverse cascade via the Hall effect (Brandenburg 2023), but
it is weaker. To produce an initially helical magnetic field, we
developed a formalism for both Cartesian and spherical coordi-
nates, allowing for systematic study using the PENCIL CODE and
MATINS.

The slenderness of the NS crust adds complexity, necessi-
tating initial peak wavenumbers from small-scale structures on
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the order of koR =~ 200 for the inverse cascade to occur. Resolv-
ing these scales requires high-resolution simulations, which is
challenging. To overcome this, MATINS introduces additional
wavenumbers in the radial direction, whereas the PENCIL CODE
does not encounter this issue. MATINS lacks parallelization, mak-
ing it less computationally powerful than the PENCIL CODE.

In our reference run R1, we constructed a model in Carte-
sian coordinates with an initial helical field dominated by small-
scale structures, koR ~ 200, while maintaining the correct aspect
ratio of the NS crust (see Sect. 4.1). This setup was designed
to optimally observe the inverse cascade, as the peak wavenum-
ber shifted towards larger-scale structures within the crust’s inte-
rior. However, the spectra revealed limitations: dissipation of the
peak wavenumber (attributable to the use of nonperiodic bound-
ary conditions that enforced a partially helical field), restriction
of the cascade to kpR ~ 30, and negligible energy transfer to
the largest-scale structure (kR ~ 1). To understand these phe-
nomena, we explored the influence of geometrical coordinates,
initial peak position, aspect ratio, and boundary conditions.

To explore the effects of geometry, we analyzed different
coordinate systems in Sect. 4.2. Spherical coordinates were
employed in the PENCIL CODE (run R2), with axis adjustments
to avoid singularities, while cubed-sphere coordinates were used
in MATINS (run R:5), which inherently bypass this issue. Despite
these differences, the results were consistent, demonstrating that
the choice between Cartesian and spherical domains has no sig-
nificant effect when initial conditions are nearly identical. This
observation aligns with findings by Mitra et al. (2009). Addition-
ally, in Sect. 4.3, we confirmed that small-scale initial spherical
degrees (£y ~ 200) are essential for the occurrence of the inverse
cascade.

Expanding our analysis, we examined the role of aspect ratio
by exploring various crustal domain configurations (Sect. 4.4).
In the first case (Run R3), the crustal thickness was doubled. In
the second case (Run R4), the crustal thickness was also dou-
bled, but the domain in the angular directions 8/m and ¢ /7 was
halved, resulting in a nearly cubic geometry. Compared to the
reference run R1, three main differences were observed: First,
the peak wavenumber koR continued shifting toward larger-scale
structures and was no longer constrained to 30. Second, a signif-
icant transfer of energy toward the largest-scale structure (kR =
1) occurred. Third, the efficiency of achieving a fully helical
field was more pronounced, especially in run R4, highlighting
the impact of geometrical configuration on the development of a
fully helical field, even under nonperiodic boundary conditions.
These findings suggest that the thin-layer geometry of the NS
crust hinders the inverse cascade, thereby limiting the formation
of a large-scale magnetic field.

Building on these findings, we then investigated how differ-
ent boundary conditions affect the spectral characteristics of the
inverse cascade in Sect. 4.5. Our results indicated that, using
periodic boundary conditions (run R6) rather than perfect con-
ductor boundary conditions at the crust-core interface or poten-
tial and vertical field boundary conditions at the surface, resulted
in E*™ being approximately constant. Periodic boundary con-
ditions produce a fully helical magnetic field (see Brandenburg
2020), unlike other boundary conditions, which result in a par-
tially helical field (Brandenburg 2017). For a fully helical field,
the constancy of the mean magnetic helicity density ensures that
the spectral peak height Eyf™ remains unchanged as the typical
length scale ¢ increases and the mean magnetic energy density
decreases (refer to the end of Sect. 2.2, for more details).

While periodic boundary conditions offer insights, they are
not a realistic choice for studying the NS scenario. Similarly,

using perfect conductor boundary conditions, which expel the
field from the NS core, and vertical field or potential boundary
conditions, which prevent current flow outside the star, do not
fully capture the realistic conditions of magnetic field evolution
in a NS crust. Carefully addressing boundary conditions is cru-
cial for gaining a better understanding of the inverse cascade in
NS crusts. Although this level of detail is beyond the scope of
this paper and not feasible with the numerical tools currently
available, it remains an important consideration for future stud-
ies.

In this study, we disregarded the exact temperature-
dependent microphysics and the stratification within the interior
of a NS crust, anticipating that these factors would not signif-
icantly impact our findings regarding the inverse cascade. The
temperature-dependent microphysics is expected to reduce the
magnetic diffusion parameter as the NS cools over time, leading
to a higher Lundquist number (see Section 5.4 of Dehman et al.
2023b). Our simulations have partially reflected this through
a time-dependent magnetic diffusivity, as shown in Eq. (26).
Additionally, there is a radial dependence of Lu o« (n.17)~'; see
Eq. (11). Gourgouliatos et al. (2020) considered the case of mod-
erate stratification with n, o [1-(r—R)/H,]* and H,/R = 0.0463,
and used 1 « ne_z/ 3 so Lu o ne_]/ ? increased by a factor of
about five from /R = 1 down to 0.9. Using their approxima-
tion, Brandenburg (2020) found that B, decays more slowly
with depth, and ¢ increased only oct!/3, Nevertheless, the rela-
tion between magnetic dissipation and magnetic field strength
was found to be remarkably similar to the unstratified case. Fur-
thermore, Cumming et al. (2004) demonstrated that at all depths,
the transition from ohmic decay—dominated behavior to Hall-
dominated behavior occurs at roughly the same time.

To ensure a Hall-dominant simulation and the occurrence
of an inverse cascade, the Lundquist number must be signifi-
cantly greater than one (Lu > 1). We initialized our study with
a Lundquist number on the order of a few hundred, simulating a
magnetar-like scenario. Consequently, our Hall-dominant simu-
lations are representative of magnetic field evolution in middle-
aged magnetars. Since the aspect ratio limits the inverse cas-
cade to field structures on the order of the crustal size, koR =
30, we expect that considering a density (or radius) dependent
Lundquist number will not change this conclusion.

In light of these insights, it is essential to consider real-
istic NS parameters, particularly the crustal thickness and its
correct aspect ratio, when investigating the inverse cascade
within a NS crust. While the inverse cascade cannot account
for the formation of the large-scale dipolar field in magnetars—
where the dipolar component remains on the order of 10'2—10"3
G—it does occur within the crust’s interior at smaller scales.
These findings have significant implications for the evolu-
tion of NS magnetic fields. Our study reveals a field config-
uration characterized by a weak, large-scale dipolar compo-
nent (%10'2~10'3 G), along with dominant small-scale magnetic
fields (¢10'*~10" G). The inverse cascade mechanism plays a
crucial role by transferring energy from turbulent small scales to
larger scales, effectively reducing small-scale dissipation. This
energy transfer shapes the field’s configuration and stability,
influencing the crustal lattice dynamics and potentially impact-
ing NS asteroseismology (Steiner & Watts 2009; Sotani et al.
2012; Neill et al. 2023), crustal failures (Perna & Pons 2011;
Pons & Perna 2011; Dehman et al. 2020), plastic flow within
the star’s interior (Lander et al. 2015; Lander & Gourgouliatos
2019; Gourgouliatos & Lander 2021), and may explain key
observational properties of low-field magnetars and CCOs,
which exhibit these characteristic magnetic features.
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In summary, incorporating a helical magnetic field into the
evolution of a NS’s crust favors the occurrence of an inverse
cascade, which reshapes the magnetic field over time. This pro-
cess influences key mechanisms that determine the star’s physi-
cal properties and observational characteristics.

Data availability

The source code used for the simulations of this study,
the PENCIL CODE (Pencil Code Collaboration 2021), is freely
available on https://github.com/pencil-code/. The sim-
ulation setups and corresponding input and reduced out
data are freely available on https://doi.org/10.5281/
zenodo.14513354; see also http://norlx65.nordita.
org/~brandenb/projects/Reality-InvCasc-NS for easier
access of the same data.
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Appendix A: Magnetic formalism in 3D spherical
coordinates

In spherical coordinates, various formalism can be used to
describe the magnetic field. In this context, we present the
most common notations found in the literature. For any three-
dimensional solenoidal vector field B, representing the magnetic
field, we can always introduce the vector potential A such that

B=VxA. (A.1)

The magnetic field B can be expressed using the poloidal ®(x)
and the toroidal W(x) scalar functions, based on the formalism
of Chandrasekhar (1981):

Bpoi = VX A = VX (VX Dr),
B = VXA =V XxPr. (A.2)

Using the notation of Krause & Radler (1980) and
Geppert & Wiebicke (1991), the two scalar functions can
be expanded in a series of spherical harmonics:

1
O(1.r.0.6) = — > Pou(r)Yin(0.9),
tm

1

W(1,7,0,0) = = > Won(r, )Y e (6, 9), (A3)
r tm

where € = 1, ..., €y, is the degree and m = —¢, ..., € the order

of the multipole.

The three components of the vector potential A in spherical
coordinates are obtained by combining the poloidal and toroidal
components:

AT =) WD) Yen6, 9),
tm

1 0Y e (6, 9)
0 _ 4
AT = r sinf Z[m Pen(r) dp

1 Y im(6, §)
[—— __uni 7
A= - ;m (1) =57 (A4)

The three components of the magnetic field B in the Newtonian
limit are given by:

1
B = €Z €l + 1)D (N Y16, D),

1 Y (0. ¢)
0 _ 1 ’ b
B’ = r ;(D[m(r) o0

1 0Y (6, )
* rsiné ; Fon(r) dp

1 Y (6, ¢)
o= _— bl AN
B = — E Yon(N—5

{m

Y (0, 9)
+ E @ —_— . A5
rsinf@ o (1) op (A-5)
Here, @) = 0®y,/dr, ignoring relativistic corrections. For

the complete form, including relativistic corrections, refer
to Dehman et al. (2023b). Using Equation (A.4) and Equa-
tion (A.5), one can derive the expressions for the spectral mag-
netic helicity Eq. (7), the spectral magnetic energy Eq. (8), and
the spectral realizability condition Eq. (9).
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